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ABSTRACT
In this paper, we study the emerging Information Retrieval (IR) task
of contextual suggestion in location-based social networks. The
aim of this task is to make personalised recommendations of venues
for entertainments or activities whilst visiting a city, by appropri-
ately representing the context of the user, such as their location
and personal interests. Instead of only representing the specific
low-level interests of a user, our approach is driven by estimates
of the high-level categories of venues that the user may be inter-
ested in. Moreover, we argue that an effective model for contextual
suggestion should not only promote the categories that the user is
interested in, but it should also be capable of eliminating redun-
dancy by diversifying the recommended venues in the sense that
they should cover various categories of interest to the given user.
Therefore, we adapt web search result diversification approaches
to the task of contextual suggestion. For categorising the venues,
we use the category classifications employed by location-based so-
cial networks such as FourSquare, urban guides such as Yelp, and
a large collection of web pages, the ClueWeb12 corpus, to build
a textual classifier that is capable of predicting the category dis-
tribution for a certain venue given its web page. We thoroughly
evaluate our approach using the TREC 2013 Contextual Sugges-
tion track. We conduct a number of experiments where we consider
venues from the closed environments of both FourSquare and Yelp,
and the general web using the ClueWeb12 corpus. Our empirical
results suggest that category diversification consistently improves
the effectiveness of the recommendation model over a reasonable
baseline that only considers the similarity between the user’s pro-
file and venue. The results also give insights on the effectiveness of
our approach with different types of users.

1. INTRODUCTION
The emergence of Location-based Social Networks (LBSNs),

such as FourSquare and Facebook Places, offers enormous infor-
mation that can be exploited to address localised information needs
of citizens in smart urban spaces [15]. Allan et al. identified emerg-
ing information seeking scenarios in these smart spaces where the
user may express no explicit query (zero-query) and an Informa-
tion Retrieval (IR) system is required to entertain the user by sug-
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gesting venues to visit that are relevant to the context of the user
(e.g. the location and the known user profile on the LBSN) [2].
The recent introduction of the Contextual Suggestion track in the
TREC evaluation campaign signified the importance of addressing
this type of information need [8]. The Contextual Suggestion track
introduces a new IR personalisation task where the challenge lies
in accurately modelling the user preferences as indicated in their
profiles on the LBSNs in order to provide relevant venues to visit
that match their taste. Existing state-of-the-art approaches use the
description of the user’s preferred venues and reviews of the venues
on LBSNs to build a user profile and suggest venues based on their
similarity with the constructed profile [26]. Such approaches rep-
resent the direct low-level preferences of a user, and may not suffi-
ciently deal with the ambiguity implied by the zero-query challenge
in this task, which may require modelling higher level interests of
the user. For example, if a user has shown interests in various mu-
seums in the past, it might be inferred that she is generally inter-
ested in arts. Therefore, it would be appropriate to recommend art
galleries and cultural centres to this user. Collaborative filtering ap-
proaches can be employed to infer higher-level user’s interests by
mining preferences of similar users on the LBSN [19]. However,
they require detailed profiles from a large number of users, which
may not be available. Moreover, the aforementioned state-of-the-
art approaches do not consider redundancy in recommending many
venues of the same category that may exist in one area. For the
user in the previous example, if she is visiting an area with plenty
of museums, it is desirable to avoid the redundancy of recommend-
ing only museums by diversifying the recommendations. Instead, if
that user has shown interests in other types of venues, such as bars,
but to a less extent than museums, it would still be appropriate to
also recommend bars to her.

Diversification approaches have been studied in web IR to deal
with the ambiguity of queries and to reduce the redundancy of re-
trieved documents [1, 22, 23]. Similarly, and since a zero-query is
ambiguous by definition, we argue that diversity can also deal with
the ambiguity involved in contextual suggestion, as it avoids redun-
dancy and may enhance the available choices of venues for the user.
Recent approaches for diversity in web search, e.g. [22], identify
explicit aspects of an ambiguous query and then rerank the search
results to maximise the probability of covering all aspects in the
top results, whilst reducing redundancy. We propose to adapt the
notion of query aspects to contextual suggestion by extracting the
high-level categories of venues that the user is interested in, based
on their low-level interests as identified in their venue preferences
on the LBSN. Considering the high-level categories seems natural
since it provides an approximation of the low-level user interests in
the information domain of venues world-wide, which is potentially
very large and sparse. Our proposed approach infers the proba-
bility distribution of high-level venue categories of interest from
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the user preferences. Furthermore, using this probability distribu-
tion, we present an adaptation of a state-of-the-art diversification
approach in IR, namely the xQuAD framework [22], to the contex-
tual suggestion problem. With this adaptation, we produce a diver-
sified ranking of venues that balances between matching the user’s
low-level interests, from their social profile on the LBSN, while
also covering the inferred high-level venue categories from the user
preferences. In our approach, the venue categories can be obtained
directly from the category classifications in location-based social
networks such as FourSquare and Urban guides such as Yelp, which
are considered to be high quality sources. We further propose a
text classifier that is capable of predicting the category of a venue
from its public profile (i.e. an HTML page) on the web. This is
done by using a large corpus of web pages, the ClueWeb12 corpus,
and thousands of venues collected from FourSquare and Yelp. The
availability of such a classifier allows our approach to be capable of
suggesting venues from various sources that include any LBSN or
the web in general. Indeed, our approach is generalisable beyond
any specific LBSN and is not limited by a social network setting, as
opposed for example to the aforementioned collaborative filtering
approaches [3, 19, 27], which are limited by the information avail-
able about the users’ preferences within a single social network.

Using the TREC 2013 Contextual Suggestion track, we empir-
ically evaluate our diversification approach for contextual sugges-
tion using two different venue categorisations. The track serves as
a user study, since it involved crowd-sourced users who judged per-
sonalised suggestions [9]. We show that diversification consistently
improves the effectiveness of the suggestions over a reasonable
baseline that only considers the similarity between the user’s pro-
file and the venue. In our evaluation, we consider venues from Yelp
and the FourSquare LBSN. Moreover, to show the generality of our
approach beyond a specific LBSN, we also consider an evaluation
where we suggest venues from a subset of the ClueWeb12 corpus.

As a summary, the contribution of the paper is twofold. Firstly,
we devise and thoroughly evaluate a diversification approach for
contextual suggestion that alleviates the potential redundancies of
recommended venues in a personalised manner. Secondly, we de-
velop a venue category prediction approach, which ensures that our
diversification is applicable beyond a specific LBSN.

The remainder of the paper is structured as follows. We first dis-
cuss the related work in Section 2. Then, we introduce our general
model for personalisation to provide contextual suggestion in Sec-
tion 3. Following that, in Section 4, we introduce our adaptation
of the web IR diversification approach to the contextual suggestion
problem. In Section 5, we propose an approach for venue category
prediction. We then describe our experimental setup for evaluation
and discuss the results of our experiments in Section 6. Finally, we
discuss the conclusions stemming from these results in Section 7.

2. RELATED WORK
A recent study [15] has identified a variety of emerging localised

information needs that citizens often have in smart urban spaces.
Among these information needs are the contextual suggestion of
venues or activities to users without explicitly specifying keyword
queries [2]. With the emergence of LBSNs such as FourSquare and
Facebook Places, and the growing interest in smart cities [6], the IR
task of contextual suggestion is becoming more popular and several
approaches have been proposed in the literature. Two streams of
approaches can be recognised in the literature, namely, standard IR
personalisation approaches and collaborative filtering approaches,
which we further discuss below.

The first stream of approaches for contextual suggestion rely on
traditional IR personalisation techniques [12], which require mod-
elling the interests of the user, i.e. building some sort of a user

profile that can be then used to provide more tailored results to the
user’s needs [4]. In social media platforms, modelling the interests
of the user to provide personalised search has been performed from
explicit user’s interactions which include the content of the posts
and the messages they share, or the pages on the web that they have
previously “bookmarked”, e.g. [18]. Similarly, for contextual sug-
gestion in LBSNs, the user’s low-level interests has been modelled
using the description of venues or locations they are interested in
(e.g. language models describing venues they like). For example,
Kurashima et al. [16] proposed a probabilistic topic modelling ap-
proach to infer the next visit of a user by mining historical logs
of GPS. Hu et al. [13] employs a similar approach but they use
text and locations extracted from social media (e.g. Twitter). Yang
et al. [26] incorporates opinions provided by previous users into
the constructed language model of the venues. The aforementioned
personalisation approaches suffer from two drawbacks. First, they
are not capable of inferring the higher level interests of a user. For
example, if a user has shown interests in many museums in the past
(by rating them highly), a cultural centre may be deemed irrele-
vant to the user by a language modelling (LM) approach, since its
description may have a different language model compared to the
language model of museums rated highly by the user. However,
the user may still consider it as relevant as it satisfies her interests
in arts in general. The second drawback is that the suggestions
will always be biased towards the types of venues that are rated
highly by the user, which introduces redundancy. Our proposed ap-
proach tackles these drawbacks by both modelling the user’s high
level categories of interests and diversifying the recommendations
according to these interests.

The second stream of work in contextual suggestion relies on
collaborative filtering approaches that perform recommendation ba-
sed on the venues that similar users have liked in the past within
the LBSN, e.g. [3, 19, 27]. These approaches do not require any
knowledge about the description of the venues and can tackle the
first drawback identified above, but they require large past feedback
from a lot of users to accurately infer the user’s interests. In other
words, they may suffer from the sparsity of user profiles in LB-
SNs. To tackle sparsity, Noulas et al. [19] used random walk with
a collaborative filtering approach based on latent space models and
computed a variety of similarity criteria with venue’s visit frequen-
cies on the LBSN. Bao et al. [3] tackled the sparsity issues by iden-
tifying candidate local experts in one area and matching those to a
given user. Nevertheless, collaborative filtering approaches are still
restricted to users within a single LBSN.

In this work, we aim to adapt the first stream of contextual sug-
gestion approaches and address their drawbacks. In particular, we
aim to both identify the higher level user’s interests and eliminate
the redundancy in the top recommended venues by adapting a state-
of-the-art diversification approach for web search to the problem of
contextual suggestion. Our work is related to recent approaches
for diversity in recommender systems e.g. [24, 29]. Zhang and
Hurley [29] introduces the notion of user profile partitioning using
clustering algorithms. The diversity is then achieved by generating
recommendations from each constructed partition and then com-
bining them uniformly in the final list of recommendations. Var-
gas and Castells [24] introduce the notion of sub-profiles within
the user profile using available categorisation of the recommended
items’ domain. They achieve diversity by combining recommen-
dations from each generated sub-profile and by taking into account
the importance of each sub-profile in the final list of recommen-
dations. Our approach is similar to [24], in the sense that we aim
estimate the higher-level interests of the users in the various venue
categories and use that as a prior knowledge for the diversification
approach. However, unlike [24], which relies on collaborative fil-
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tering within a LBSN, our proposed approach can be generalised
beyond a single LBSN as we show later.

3. A MODEL FOR CONTEXTUAL SUGGES-
TION

In this section, we describe our general approach for providing
personalised venue recommendations given that we know the ex-
plicit interests of the user. First, we formalise the problem of con-
textual suggestion. Then, we describe our language modelling ap-
proach for contextual suggestion.

3.1 Problem Formulation
Firstly, we assume that users have expressed preferences on venues

that they are interested in. These preferences are expressed as rat-
ings that the user provided on previous venues they have visited or
read about indicating the degree to which they like these venues.
These ratings may take many forms, e.g. integer rating scales such
as 0-5 stars, binary ratings (like/dislike), or even unary rating such
as ‘has visited before’. This is akin to user ratings of informa-
tion items, such as movies, books, or clothes in e-commerce plat-
forms, which are used in recommender systems [10]. Consider-
ing a universe of venues V , from a venue source such as a LBSN
(e.g. FourSquare), the user’s preferences are specified by the rat-
ings a(u, vi) given by the user u to a subset of venues Vu ⊂ V .
For each venue vi ∈ Vu, a(u, vi) is a numeric score that reflects the
intensity of the user’s interest in that venue. The aim of our contex-
tual suggestion model is to produce a ranked list of recommended
venues for a certain context, specified by the user, her current loca-
tion and/or the time. In this paper, we simplify the contextual sug-
gestion problem by not considering the time as part of the context.

3.2 A Language Modelling Approach for Con-
textual Suggestion

For a context specified by the user u and their location lu, we
consider a set of candidate venues, a subset of venues Vl ⊂ V
that are close enough to the user’s location lu. For example, we can
limit the candidate venues to be those within a certain distance from
the user’s location. This is a simplified approach that is supported
by a recent study, which shows that users are more likely to visit
venues close to their current location [27]. In future work, we may
consider a distance decay factor to extend this simplified filtering
of venues. The candidate venues are ranked by a recommendation
score r(u, v); v ∈ Vl to produce the ranked list of venues that can
be suggested to the user.

To estimate the recommendation score for a contextual person-
alised ranking of the venues, we adopt a content-based approach
for recommendation, where we build a model describing the con-
tents of both the user profile and the venues to be suggested to the
user. To model the user’s interests, we adapt a common modelling
approach for personalisation [12], where we construct two profiles
that represent the user preferences: (i) a positive profile and (ii) a
negative profile. The positive profile describes the venues that the
user likes, i.e. the venues for which the user has explicitly pro-
vided positive feedback. Formally, these venues are denoted by
V+

u = {v ∈ Vu : a(u, v) ≥ η+}; where η+ represents a threshold
over which the rating a(u, v) is considered positive (e.g. above 3
stars). On the other hand, the negative profile describes the venues
that the user dislikes, i.e. the venues for which the user has ex-
plicitly provided negative feedback. Formally, these venues are de-
noted by V−u = {v ∈ Vu : a(u, v) ≤ η−}; where η− represents
a threshold below which the rating a(u, v) is considered negative
(e.g. below 2 stars).

Using the constructed profiles of the user, we estimate the rec-

ommendation score r(u, v) by estimating the similarity between
the user’s liked venues V+

u and a given candidate venue v and
combining this with the dissimilarity between the user’s disliked
venues V−u and the candidate venue v. To achieve this, we use
a language modelling (LM) approach where we construct a uni-
gram language model for the description of the candidate venue,
denoted by θv , and each of the profiles, denoted by θV+

u
and θV−u

respectively. Following this, we rank the candidate venues using
the following recommendation score:

r(u, v) = α · KL(θv||θV+
u

) − (1 − α) · KL(θv||θV−u ) (1)

where KL(θv||θV+
u

), and KL(θv||θV−u ) calculate the Kullback
Liebler (KL) divergence between the language model of the can-
didate venue and that of the positive and negative profiles respec-
tively, 0 ≤ α ≤ 1 is a parameter that regulates the contribution of
each divergence component to the final score. To build the language
model of a venue θv , we use the home page of the venue on the
LBSN or on the web as a textual representation. The home page of
the venue contains information about the venue such as the venue’s
name, the description and the category of the venue (e.g. Food or
Shopping). In addition, it incorporates a social aspect in the form of
comments provided by users, as in FourSquare and Yelp. To build
the language models of the user’s profiles θV+

u
and θV−u , we use

a concatenation of the home pages’ contents for all the venues in
the profile. Finally, we use Dirichlet’s prior smoothing [28] when
estimating the KL divergences in Equation (1).

4. CATEGORY DIVERSIFICATION FOR CON-
TEXTUAL SUGGESTION

The ranking of venues produced by the language modelling ap-
proach of Equation (1) in the previous section considers only the
low-level interests of the user represented in the language models
of the positive and the negative profiles. Moreover, this ranking
may result in redundancy by recommending many venues of the
same category. Even if these venues are of interest to the user, she
may still want to consider suggestions of other categories of inter-
est. We aim to introduce diversity in the contextual suggestions
to cover the venue categories of interest to the user. Our intuition
is that diversity can deal with the ambiguity of the zero-query in
contextual suggestion by approximating user’s interests into high-
level venue categories and by eliminating potential redundancy of
recommending venues of the same category. Our approach can still
ensure that such diversification is performed in a personalised man-
ner whereby we estimate the personal interest of the user in each of
the various venue categories. In this section, we describe how we
adapt a state-of-the-art approach for web search result diversifica-
tion to the contextual suggestion problem.

Effective web search result diversification are based on an ex-
plicit representation of query aspects, such as IA-Select [1] and
xQuAD [22], where the coverage of these aspects are estimated for
each document in the retrieved ranked list of results in order to pro-
duce a diversified ranked list. Those approaches have been shown
to outperform prior non-explicit content-based diversification ap-
proaches such as MMR [23]. We propose to adapt an explicit di-
versification approach where we consider the notion of query as-
pects to be equivalent to the high-level venue categories underlying
the user’s profile as described in their previous ratings. Further-
more, we propose to develop our adaptations using the xQuAD
framework, since it is amongst the top performing diversification
methods in four successive web search evaluation campaigns [23].

The xQuAD framework uses a greedy algorithm that re-ranks
documents returned by a baseline retrieval model to balance be-
tween relevance and diversity. Given an ambiguous query q and an

127



initial ranking R produced for this query, xQuAD builds a new
ranking S by iteratively selecting the highest scored documents
from R, according to a probabilistic mixture model:

(1 − λ) · P(d|q) + λ · P(d, S|q) (2)

where P(d|q) is the relevance component of xQuAD after a docu-
ment likelihood retrieval model, and P(d, S|q) is the diversity com-
ponent of xQuAD that quantifies the likelihood of observing this
document but not the documents already in S, which were selected
in previous iterations of the algorithm. In our adaptation, we equate
the user profile u (the representation of the information needs in the
contextual suggestion task) to the search query q, the venues to doc-
uments, and the venue categories to query aspects. Therefore, the
objective function of the xQuAD framework for contextual sugges-
tion can be written as:

(1 − λ) · P(v|u) + λ · P(v, S|u) (3)

where P(v, S|u) is the diversity component that quantifies the like-
lihood of observing the venue v but not the venues already in S, and
P(v|u) denotes the probability that the venue v is of interest to the
user and can be estimated using the ranking scores in Equation (1).
More precisely, we estimate this probability as follows:

P(v|u) ∝ r(u, v)P
vi∈R r(u, vi)

(4)

where R is an initial ranking of venues produced by the language
modelling approach.

As for the diversity component P(v, S|u), Santos et al. [22] de-
fined it as a marginalisation of the probabilities over an explicit set
of query aspects (which in our case are the categories of venues) as
follows:

P(v, S|u) =
X
ci∈C

2
4P(ci|u)P(v|ci)

Y
vj∈S

(1 − P(vj |ci))

3
5 (5)

where:

• C is the set of all venue categories considered. This set is
uniform for all users, and can be obtained from the categori-
sations employed by LBSNs such as FourSquare and Yelp;

• P(ci|u) defines the category importance, the probability that
the user u is interested in the category ci ∈ C. As we show
below, we devise two different approaches for estimating this
probability; and

• P(v|ci) is the category coverage, which estimates the venue’s
coverage of the category in question. It equates to the docu-
ment’s coverage of a query aspect and is typically calculated
using the approach in [22], where the coverage is based on
the relevance estimation of documents for a query aspect. In
our case, it is based on the category of the venue in the LBSN
or the predicted venue category that we estimate below.

To estimate the probability distribution P(ci|u), the probability
of a preference towards a certain venue category c for a given user
u, we devise two different approaches. The first approach aims
to achieve a non-personalised diversification, whereas the second
approach aims to achieve a personalised diversification.

With non-personalised diversification, the probability P(ci|u) is
uniform for all users and all categories. In particular, we estimate
this probability as follows:

∀ci ∈ C : P(ci|u) =
1

|C| (6)

For personalised diversification, estimating the probability dis-
tribution P(ci|u) involves inferring a distribution of categories of
interest for the user using her preferences encapsulated in both
user’s profiles V+ and V−. We estimate this probability as a marginal-
isation of probabilities over all the venues in the original ranking of
venues R, generated by the language modelling approach. In this
marginalisation, we assume the obvious independence of the venue
category from the user and we compute it as follows:

P(ci|u) ∝
X
v∈R

P(ci|v) · P(v|u) (7)

where P(v|u) can be estimated using Equation (4) from both user’s
profiles V+ and V−; and P(ci|v) is the probability that the venue
v corresponds to the category ci. This probability can be obtained
in two different ways:

• P(ci|v) can be directly obtained from the categorisation of
venues in the LBSN. For example, if the venue v is classified
in the LBSN as a shopping venue then P(′shopping′|v) = 1
and P(cx|v) = 0 for all other categories cx ∈ C.

• If the venue source is not a LBSN, e.g. the web, then the
estimation of P(ci|v) is more challenging. In the follow-
ing section, we develop a category prediction approach that
estimates the probability P(ci|v) using a web document rep-
resenting the venue v, such as its home page on the public
web. This makes our approach applicable to venues beyond
a single LBSN.

5. VENUE CATEGORY PREDICTION
Touristic guides and LBSNs provide a high-level categorisation

of their venues to aid users in browsing the available places to visit.
The category information available in such guides or networks can
be considered as accurate information about the categories that ap-
ply to a venue (e.g. Food or Shopping). However, in some cases,
venues may not be available in a certain LBSN. Therefore, we need
to be able to predict the category of the venue. In fact, this would
be the case when we consider the entire web as a source of venues
for recommendation.

In this section, we develop an approach for predicting the venue
category given a web document that represents the venue. We pro-
pose to use a large collection of web documents to be able to clas-
sify any web document that may represent a venue into the right
venue category. In other words, for a web document d that repre-
sents a venue v, e.g. its home page, our classifier would be able
to estimate a category probability distribution P (ci|v) for all the
categories ci ∈ C.

Our approach is inspired by [5], which maps Facebook likes to
DMOZ categories using a supervised machine learning approach
that builds a textual classifier trained with top web search results.
Similarly, we start from ground truth data obtained from a large
number of venues in a LBSN. Using these venues, we can retrieve,
from a web collection, a number of web documents that either rep-
resent the venue (from the web site of the venue) or mention the
venue. We make the assumption that these documents represent
the actual category of the venue in the LBSN. These documents can
be then used to train a textual classifier with a supervised machine
learning approach to be able to predict the category probability dis-
tribution for a web document representing a venue of an unknown
category.
The process of training the textual classifier has the following stages:

• The first stage is sampling venues from a LBSN that can be
used for the training process. Formally, we consider a subset
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Venue: Tierra Cafe 

Category: restaurant 

d1 

Web Collection 

Tierra Cafe - Downtown - 
Los Angeles, CA | Yelp 
www.yelp.com/biz/tierra-cafe-los-angeles 

d2 

dk 

Tierra Cafe & Grill, Harrisburg - 
Restaurant Reviews - TripAdvisor 
www.tripadvisor.com/...erra_Cafe_Grill-
Harrisburg_Pennsylvania.html 

Tierra Cafe & Grill - 
Harrisburg | Urbanspoon 
www.urbanspoon.com/r/160/1657133
/restaurant 

Retrieved web documents 

(d1, restaurant) 

(d2, restaurant) 

(dk, restaurant) 

Train 
 

Classifier 

Learning instances 

Figure 1: An example of the training process of the classifier

of venues Vsample ⊂ V obtained from a LBSN as the sample
venues where the categorisation’s information are available.

• The second stage is retrieving web documents that are rele-
vant for each venue in the sample in order to create learning
instances for the classifier. For each venue v ∈ Vsample of
category cv , we retrieve a set of web documents Dv and we
consider each web document di ∈ Dv to be labelled with cv .
The assumption is that the content of those documents will
be representative of the venue v and therefore they are also
representative of the category cv . To retrieve the documents
Dv , we use the title of the venue tv as a query and consider
the top k retrieved documents for this query from a large
web collection to represent the set Dv . For retrieval, we ex-
plore using a standard retrieval model, such as BM25, as well
as state-of-the-art learning-to-rank approaches as we show
later. For each document di ∈ Dv , we use the pairs (di, cv)
as a learning example for the classifier where the document
di is mapped to the category cv .

• The last stage is applying the supervised machine learning
using the learning instances extracted in the previous stage.
The supervised machine learning algorithm uses the terms of
the documents as features for learning.

In Figure 1, we show a concrete example of the training pro-
cess. For the venue “Tierra Cafe” in the sample venues Vsample,
we retrieve, from a web collection, k documents that are relevant
to the venue using “Tierra Cafe” as a query. From each document
retrieved, a learning instance is created where the venue category
associated to the document is considered to be “restaurant”, which
is the original category of the sample venue “Tierra Cafe”. Once
the training is completed, we have a textual classifier that can es-
timate the category probability distribution P (ci|v) for a venue v
given the web page that represents it. Figure 2 shows a concrete ex-
ample of the category prediction using our text classifier after being
trained using the process above.

Our proposed approach for category prediction is evaluated in
the experiments in the coming section, before evaluating our cate-
gory diversification for contextual suggestion.

6. EXPERIMENTS
In this section, we aim to thoroughly evaluate our approach for

contextual suggestion. Since the category prediction is a required

http://www.artsbma.org/ 

Classifier 

Category Prob. 

Arts and Entertainment 0.5 

Shopping 0.4 

Food 0.05 

… 

v 

Category: ? 

Home Page 

classify 

Figure 2: An example of predicting the category of the venue
represented with a web page

component for the diversification to work, we first validate our cat-
egory prediction approach. Following this evaluation and using the
conclusions stemming from it, we then conduct a number of exper-
iments to assess the quality of the contextual suggestions produced
with the diversification approach and compare it to our LM baseline
introduced in Section 3. The remainder of the section is structured
as follows. We first identify the concrete research questions we
aim to answer by conducting our experiments. Then, we present
our experimental setup highlighting the various datasets used. The
evaluation of the category predictions is then presented, followed
by the evaluation of the diversified contextual suggestions and an
analysis of the results.

6.1 Research Questions
In our experiments, we aim to answer the following research

questions:

• RQ1: How effective is our classification approach for pre-
dicting the category of a venue given its web page? What is
the best setting under which the classifier produce the most
accurate predictions? (Section 6.3)

• RQ2: Can our diversification approach improve the quality
of contextual suggestion over a reasonable baseline model?
(Section 6.4)

Next, we discuss our experimental setup and describe how the above
questions can be answered.

6.2 Experimental Setup
In this section, we first describe the dataset of the TREC 2013

Contextual Suggestion track used to evaluate our diversification ap-
proach. Then, we describe the venue sources we used to identify
candidate venues for our model. Moreover, we present the venue
category sets considered in our diversification method. Finally, we
describe the experimental setup for venue category prediction.

6.2.1 Dataset
We evaluate our contextual suggestion model using the TREC

2013 Contextual Suggestion track [9]. The dataset used in this track
consists of user profiles and geographical contexts. In addition, it
consists of 50 sample venues within the city of Philadelphia, PA
in the USA. These sample venues are used to construct the users’
profiles. Each user profile consists of a 5 point rating scale (from 0
to 4) explicitly provided by the user to web pages and descriptions
of the sample venues. These ratings are similar to those usually
available in LBSNs. The geographical contexts are 50 selected city
centres in the USA and the task is to provide contextual suggestions
for pairs of users and city centres. The judgments collected are a to-
tal of 223 pairs of user/city centre pairs with contextual suggestions
of venues judged from 115 unique users in 36 unique geographical
contexts (city centres). The task also involves providing a URL of
the venues from either the open web or a large collection of web
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documents, the ClueWeb12 corpus, together with a short descrip-
tion of the suggestion. Both the descriptions and the web pages
are rated by the actual users but since the descriptions are free text
provided by the participating groups in the track, it is not possi-
ble to reuse the judgments of those descriptions. Therefore, we
evaluate our contextual suggestions using only the judgments pro-
vided for the URLs or the ClueWeb12 identifiers of the suggestions.
We also note that the Contextual Suggestion track does not use the
traditional pooling approach that TREC uses for relevance assess-
ment but instead asks users to judge the top 5 suggestions produced
by each submitted run individually. Hence, there are cases where
URLs or ClueWeb12 identifiers are judged more than once for the
same user/city centre pair, but with different judgments. For these
URLs, we aggregate the various judgments available into a single
one by taking the highest rating available.

6.2.2 Venue Sources
The participating groups in the TREC 2013 Contextual Sugges-

tion track used a variety of sources for venues, such as Google
Places, FourSquare, Yelp and ClueWeb12 CS, with varying suc-
cess [9]. Therefore, to show the generality of our approach, we
consider a number of these sources in our experiments. In par-
ticular, to generate the candidate venues that can be ranked for a
certain user profile in a given city centre, we collect venues from
the FourSquare LBSN and Yelp, which is both an urban guide and a
LBSN. Using the FourSquare API, 1 we collected all the venues for
the 50 city centres of the track in a 4 km2 grid centred at those lo-
cations. Similarly, using the Yelp API,2 we collected venues for the
same grids. The total number of venues collected from FourSquare
and Yelp is 60,212 and 7,096 venues respectively. For each col-
lected venue, we have the title of the venue, its category according
to the corresponding LBSN, its web page and other information.
As an alternative venue source, we also consider candidate venues
from the ClueWeb12 corpus where we are not restricted to a certain
LBSN. In particular, as candidate venues, we use the web pages in
a subset of ClueWeb12, the ClueWeb12 CS, created specifically
for the track [9]. ClueWeb12 CS contains 30,144 documents where
each corresponds to one of the geographical contexts (the city cen-
tres) in the track and may potentially represent a candidate venue
suitable for the contextual suggestion problem.

6.2.3 Venue Categories
In order to show the generality of our diversification approach

beyond specific LBSNs, in our experiments we consider a vari-
ety of combinations of the source for candidate venues and the set
of venue categories for diversification. Table 1 summarises these
combinations. For the first two, denoted by (l1, l2), we consider
venues from only a specific LBSN (FourSquare and Yelp respec-
tively) and use the categories of those venues that are available
in the corresponding LBSN. Both FourSquare and Yelp classify
venues according to their own hierarchy of categories, of which we
only consider the top level. For the last two settings (w1, w2), we
use an open setting where we are not restricted to a certain LBSN
but instead we can suggest venues from a snapshot of the web. In
this case, we use the ClueWeb12 CS dataset as a source of candi-
date venues. We also employ our venue category prediction (c.f.
Section 5) to estimate the category distribution of a venue given a
web page from the ClueWeb12 CS, where we train the classifier
using the top level categories of FourSquare (w1) or Yelp (w2).

The category sets used in our experiments for the diversification
approach and the category prediction are the top level categories

1http://developer.foursquare.com
2http://www.yelp.com/developers/

Table 1: Experiments Specification
Setting Venue Sources Categories

l1 Specific LBSN (FourSquare) FourSquare
l2 Specific LBSN (Yelp) Yelp

w1 Web Subset (ClueWeb12 CS) FourSquare
w2 Web Subset (ClueWeb12 CS) Yelp

Table 2: Top-level categories used for diversification and cate-
gory prediction

FourSquare Yelp
Arts and Entertainment Arts and Entertainment
Food Beauty & Spas
Nightlife Spots Education
Great Outdoors & Services Food
Shops Hotels & Travel
Travel & Transport Religious Organisations

Shopping
Sports & Leisure
Restaurants
Nightlife

of FourSquare and Yelp, which are listed in Table 2. Yelp has a
total of 22 top-level categories in its hierarchy; we excluded 12 of
those that are not suitable for contextual suggestion. Examples of
categories excluded include ‘Property’, ‘Public Services & Govern-
ment’ and ‘Local Services’. FourSquare has a total of 9 top-level
categories of which we excluded 3 that are not suitable for contex-
tual suggestion, namely ‘Residences’, ‘Professional’ and ‘College
and Universities’. Both of the hierarchies have finer-grained cate-
gorisation under the top categories. For example, different types of
cuisines under ‘Food’ and different types of sport under ‘Sport &
Leisure’. In future work, we will consider finer-grained categories
in lower levels of the category hierarchy. For example, the types of
cuisines that a user likes.

6.2.4 Category Prediction Setup
In Section 5, we presented our approach for venue category pre-

diction that involves 3 stages for training a text classifier. First, for
the sampling stage, we randomly selected 5000 FourSquare venues
and 5000 Yelp venues from the collected venues used in our combi-
nations l1 and l2. Next, for the second stage of retrieving example
documents (web pages) corresponding to the training venues, we
used the full ClueWeb12 dataset, which is a large web collection
of around 733 million English web pages. We index the collec-
tion using the Terrier platform [20] without stemming and with-
out removal of stopwords. To retrieve documents corresponding to
the training venues, we experimented with 3 different retrieval ap-
proaches, namely ranking documents by BM25 alone, and by using
two learning-to-rank approaches. In particular, we use AFS [17] –
which creates a learned model that linearly combines feature val-
ues – and also the state-of-the-art LambdaMART learning-to-rank
technique [11, 25]3,which creates a learned model based on regres-
sion trees. To train the learning-to-rank techniques, we use 200
queries from the the TREC Web tracks 2009-2012, randomly split
into training and validation sets, so as to prevent overfitting. For ap-
plying learning to rank, we used 63 different features that includes
document weighting models, term-dependence proximity models,
hyperlink analysis (inlink counts and URL lengths), and content
quality (e.g. spam classification). Finally, for the last stage of ap-
plying the supervised machine learning for text classification using

3http://code.google.com/p/jforests/
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Table 3: F-1 scores of the combinations of four supervised machine learning algorithms used for text classification with three different
retrieval models and top 10 documents k = 10. Training and testing are done using with a 5-fold cross validation. Best performances
are highlighted in bold.

Yelp FourSquare
Naive J48 Random SVM Naive J48 Random SVM
Bayes Forests Bayes Forests

BM25 0.314 0.463 0.474 0.444 0.282 0.480 0.483 0.440
AFS 0.304 0.496 0.476 0.456 0.346 0.485 0.487 0.454
LambdaMART 0.236 0.477 0.475 0.424 0.336 0.491 0.511 0.451

the documents’ terms as features, we experimented with 4 different
approaches, namely Naive Bayes, SVM [14], Random Forests [7]
and Decision Trees (J48) [21].

6.3 Evaluation of Category Prediction
In this section, we aim to answer our first research question RQ1.

The aim is to assess the quality of venue category prediction with
our approach and to identify the best setting under which the cat-
egory prediction performs. The venue category prediction is im-
portant to perform the diversification of contextual suggestion, and
will therefore help us later in answering our second research ques-
tion RQ2. We conduct a number of experiments where we assess
the accuracy of the classification of web pages (documents from
ClueWeb12) using a 5-fold cross validation. We aim to validate
our approach and to identify the most accurate combination for re-
trieving web documents that correspond to the sample venues (the
second stage of the training in Section 5) and the supervised ma-
chine learning approach for our text classifier (the third stage of the
training in Section 5). For this, and as described in Section 6.2,
we applied three different retrieval approaches: the BM25 retrieval
model, and the two learning-to-rank approaches AFS and Lamb-
daMART. We selected the top 10 retrieved documents (k = 10)
for each venue to use them as examples for training the classifier.
We report, in Table 3, the F-1 accuracy scores of the four super-
vised machine learning approaches used for the text classification
and described in Section 6.2.

First, we can observe from Table 3, that both J48 and Random
Forests are the top performing supervised machine learning ap-
proaches with comparable performances on both used category sets
(top-level FourSquare and Yelp categories) and across the differ-
ent retrieval approaches. For example, in the case of the Yelp
categories, the best accuracy is achieved when using J48 and the
AFS retrieval approach (F-1=0.496), and with FourSquare cate-
gories, the best accuracy is achieved when using Random Forests
and LambdaMART (F-1=0.511). We can also observe that the per-
formance is consistent on both LBSNs, which suggests the robust-
ness of our approach. It is also worth noting that with a higher
number of categories of venues (the Yelp categories), the classifier
is still producing consistent results.

Next, we examine whether a better retrieval model improves the
accuracy of venue category prediction. The learning-to-rank ap-
proaches (LambdaMART and AFS) are known to be more effec-
tive than the BM25 model in web retrieval [11, 17, 25] and there-
fore we aim to examine if the category prediction improves when
using those learning-to-rank approaches as opposed to using the
BM25 baseline model. In Table 3, and when comparing the sec-
ond and the third row with the first row, we observe that over-
all using the learning-to-rank approaches for retrieval (AFS and
LambdaMART), results in increased classification accuracy. This
is again consistent for both category sets (from both LBSNs). The
only exception when BM25 results in better classification accuracy
than both learning-to-rank retrieval approaches is the case where

Table 4: F-1 scores of the classification accuracy with Random
Forests using the LambdaMART retrieval model and different
number of top documents to train the classifier (k). Training
and testing are done using with a 5-fold cross validation. Best
performances are highlighted in bold.

k 3 5 10 20 30 40
Foursquare 0.396 0.438 0.511 0.541 0.593 0.614

Yelp 0.410 0.442 0.475 0.542 0.578 0.589

Naive Bayes is used as a supervised machine learning approach us-
ing the Yelp categories (i.e. the first column of Table 3). However,
since we observe a much lower accuracy for Naive Bayes, we can
still generally conclude that a better retrieval approach improves the
accuracy of an appropriate supervised machine learning approach
to predict the category of a venue using its web page. This again
validates the soundness of our approach and justifies using a state-
of-the-art web retrieval approaches for identifying web pages to
train the text classifier. Overall, the achieved F-1 accuracy score of
0.511 is reasonable for our task, since the task is challenging where
some venues may actually belong to multiple categories.

Finally, in this evaluation, we study the effect of k: the number
of top documents used to train the classifier. To do this, we use the
best performing combination of the supervised machine learning
approach and the retrieval model, which is the Random Forests and
the LambdaMART learnt model. We vary the number of top doc-
uments used for training each time and report the F-1 score using
5-fold cross validation in Table 4. The results suggest that there
is trend of an increasing classification accuracy with larger values
of k, which suggests that considering more documents retrieved in
response to a query containing the venue’s name informs the clas-
sifier better about the category that the venue belongs to. Hence, it
results in an overall better classification accuracy.

To summarise our findings for research question RQ1, we can
conclude that the accuracy of our classification approach for pre-
dicting the category of the venue is reasonable and it increases es-
pecially when using an effective retrieval model (learning-to-rank
with LambdaMART) and a large number of representative docu-
ments of a venue as training data.

6.4 Evaluation of Diversification for Contex-
tual Suggestion

In this section, we address our second research question RQ2,
where we evaluate the effectiveness of our diversification approach
for contextual suggestion (c.f. Section 4) and compare it to our LM
model as a baseline (c.f. Section 3). As discussed in the exper-
imental setup and illustrated in Table 1, we conduct a number of
experiments where we consider venues from two LBSNs and also
the ClueWeb12 to show the generality of our approach beyond a
specific LBSN. For our LM baseline, we use equal weights for the
positive and negative profiles, i.e. α = 0.5. For the diversification
approach, we rerank the suggestions of the similarity baseline and

131



Table 5: Evaluation results of the personalised diversification approach for contextual suggestion using the TREC 2013 Contextual
Suggestion track. Best performances are highlighted in bold. For the diversification approach, the percentage of increase or decrease
over the LM baseline is reported in parenthesis. All metrics are estimated using the judgments of URLs and ClueWeb12 identifiers
and ignoring the judgments of descriptions since they are not usable (c.f. Section 6.2.1). Under this setup, TREC 2013 median of
P@5 is 0.374 for all runs, and 0.125 for runs that use the ClueWeb12 CS dataset.

Venue Sources Method Categories P @ 3 P @ 5 MRR % j@5
1 FourSquare LM baseline – 0.442 0.360 0.624 67.98%
2 FourSquare personalised diversification FourSquare 0.462 (+4.5%) 0.385 (+6.9%) 0.640 (+2.5%) 68.43%
3 FourSquare non-personalised diversification FourSquare 0.431 (-2.4%) 0.354 (-1.6%) 0.620 (-0.6%) 63.94%

4 Yelp LM baseline – 0.073 0.062 0.167 11.13%
5 Yelp personalised diversification Yelp 0.078 (+6.40%) 0.064 (+2%) 0.172 (+2.9%) 10.88%
6 Yelp non-personalised diversification Yelp 0.074 (+1.36%) 0.062 (0.00%) 0.171 (+2.33%) 10.86%

7 ClueWeb12 CS LM baseline – 0.088 0.081 0.212 26.78%
8 ClueWeb12 CS personalised diversification FourSquare 0.097 (+10.17%) 0.088 (+8.89%) 0.223 (+4.47%) 28.10%
9 ClueWeb12 CS personalised diversification Yelp 0.095 (+7.72%) 0.089 (+10.00%) 0.217 (+2.42%) 26.60%
10 ClueWeb12 CS non-personalised diversification FourSquare 0.083 (-5.68%) 0.082(+1.23%) 0.202 (-4.71%) 27.22%
11 ClueWeb12 CS non-personalised diversification Yelp 0.079 (-10.22%) 0.081 (0.00%) 0.205 (-3.30%) 27.04%

set the λ parameter of the xQuAD framework to 0.5, where the
relevance and diversity components have equal weights. In future
work, we aim to conduct a further study to choose the trade-off
parameter, e.g. using supervised learning. For example, this pa-
rameter may be sensitive to different types of users or different
types of locations. We experimented with the two different ap-
proaches, described in Section 4, to estimate the category probabil-
ity distribution: (i) the personalised diversification approach where
the category probability distribution is inferred from the positive
and negative profiles constructed for the user and calculated using
Equation (7), and (ii) the non-personalised diversification approach
where all categories have equal importance for all users and the
category probability distribution is calculated using Equation (6).
When using the ClueWeb12 CS, a subset of ClueWeb12, as source
of candidate venues, we use our category prediction approach to
produce the category probability distribution that is necessary to
the diversification approach and consider two category sets as illus-
trated in Table 1 (settings w1 and w2). We employ the top perform-
ing classification approach as identified from the conclusions of the
experiments in the previous section. In particular, we use Lamb-
daMART for retrieval with k = 40 documents (the second stage
for training in Section 5) and Random Forests as a supervised ma-
chine learning algorithm (the third stage for training in Section 5).

In Table 5, we report the results for our LM baseline approach
and the diversification approaches (personalised and non-personalised)
using the various combinations of venue and category sources of
Table 1. We report two official TREC measures of the Contextual
Suggestion, namely P@5 and MRR, and also P@3. As discussed in
Section 6.2, these measures are estimated from the relevance of the
venue’s web page only (URLs or ClueWeb12 identifiers). Indeed,
in the Contextual Suggestion track, judgments are also provided for
a description generated by each run for each suggestion. However,
it is not possible to reuse the relevance judgments for the descrip-
tions since they are free text. Moreover, the last column in Table 5
reports the percentage of judgments available for the recommended
venue at rank 5 in each case.

The first part of Table 5 (rows 1-3) reports the results when the
candidate venues are selected from our FourSquare crawl. We ob-
serve that the personalised diversification approach does increase
the precision of the contextual suggestion (the second row). Espe-
cially at higher cut-off points, the precision is markedly improved
(+6.9% for P@5 vs. +4.5% for P@3). This is interesting as it shows
that diversification approach has a higher chance to cover the cat-

egories of interest to the user. Moreover, the performance of the
baseline that the diversification is improving on is reasonable, since
its P@5 is around the median of all runs in the TREC 2013 Con-
textual Suggestion track (0.374). From the third row, we observe
that the non-personalised diversification degrades the performance
of the contextual suggestion. This is expected since the task is a
personalised one, but the degrade is marginal, which highlights the
power of our diversification approach that balances between rele-
vance to the user’s interests and the overall diversity of categories.

The second part of Table 5 (rows 4-6) reports the evaluation mea-
sures when we consider venues from the Yelp LBSN. We observe a
similar pattern where the personalised diversification approach im-
proves on the LM baseline for the various effectiveness measures
(e.g. +2.9% for MRR). However, in this case, the non-personalised
diversification marginally improves two of the effectiveness mea-
sures but to a less extent than the personalised diversification (e.g.
+1.36% for P@3). Overall, the performance when using Yelp de-
grades when compared to the performance achieved when using
FourSquare. The degrade in performance can be explained by the
figures in the last column of Table 5 where the percentage of judged
venues dropped from around 68% to 11%.

The last part of Table 5 (rows 7-11) reports the results when
we consider suggestions from the ClueWeb12 CS dataset. As be-
fore, we observe a consistent improvement of the personalised di-
versification approach over the LM baseline for the various mea-
sures. Moreover, we observe an overall degrade in performance
of the non-personalised diversification against the LM approach,
but the degrade is marginal and in one case we observe a slight
improvement (+1.23% for P@5 when using the FourSquare cate-
gories). The results here also show that using either of the Yelp or
FourSquare category sets for personalised diversification improves
the effectiveness of contextual suggestion. Finally, we observe low
precision scores when using ClueWeb12 CS as a source of can-
didate venues. However, the performance is comparable with the
median of all runs in the track that use the same source of venues
(median of P@5 for those runs is 0.125). Moreover, the weaker
performance can be further explained by the low figure of the per-
centage of venues judged reported in the last column of Table 5.

As a summary and in answer to our research question RQ2, we
can conclude that the personalised diversification approach we have
proposed is indeed useful for contextual suggestion and can consis-
tently improve the precision of recommendation over an LM base-
line. In contrast, the non-personalised diversification generally re-
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sults in a less effective performance, which is expected since the
task is a personalised one. However, it is interesting to observe
that the degradations in performance are only marginal, which in-
dicates that diversification in general is a promising approach for
contextual suggestion. Next, we perform further analysis on our
diversification approach to investigate its performance with regards
to different types of users.

6.5 Analysis of the Diversification Results
The previous experiments suggest that when the personalised di-

versification approach is applied, the overall effectiveness of the
recommendation is improved. In Figure 3, we show a concrete ex-
ample from our experiments on how personalised diversification
of contextual suggestion works. In particular, we illustrate a user
profile defined by explicit ratings of venues and next to it we list
the top 5 recommendations using our LM baseline and our person-
alised diversification approach. We can observe that with diversi-
fication, new categories of venues are pushed to the top 5 list, for
which the LM baseline has only presented historical places and mu-
seums. Now, we aim to establish the contribution of the diversity to
the observed improvement in performance bearing in mind that our
approach achieves personalisation by balancing between the simi-
larity and the diversity of categories that the user likes. In order to
quantify the contribution of diversity to the recommendation effec-
tiveness, we first aim to identify the different types of users in terms
of the variety of category interests. Then, we establish whether our
diversification approach works for the different types of users in
providing a recommendation list that is diverse and that represents
their categories of interests. Finally, we aim to quantify if there is
any correlation between the improvement of recommendation ef-
fectiveness and diversity.

Users are different in terms of the variety of their interests. Some
users may have few categories of venues that they would like to
visit, e.g. they only like bars. Others may have a variety of equal in-
terests to different categories of venues. To measure this variation,
we can estimate the entropy of category probability distribution for
the given user denoted by H(P (ci|u)). Users with higher values
of H(P (ci|u)) have more diverse interests, where users with lower
values of this entropy has fewer categories of interests.

To establish whether our diversification approach works for the
different types of users in providing a recommendation that is di-
verse to match their category of interests, we devise the following
method. Given the original ranking R and the diversified ranking S,
we quantify the category probability distribution Q1(ci) from the
original ranking R and the category probability distribution Q2(ci)
from the diversified ranking S. Ultimately, the diversification ap-
proach should produce a category probability distribution that is
closer to original distribution of the user P (ci|u). This is quantified
using the cross-entropy between the category probability distribu-
tion of the user and the inferred one from the ranking H(P, Q).
Therefore, we can check if the diversification approach does pro-
duce a more representative ranking of the user interests if H(P, Q2)
is less than H(P, Q1), i.e. when the following is true:

ΔH(P, Q) = H(P, Q2) − H(P, Q1) ≤ 0 (8)

We quantified this difference for the top 50 users in terms of
category diversity (high entropy H(P (ci|u))) and plot the results
for the w2 setting of Tabel 1 in Figure 4. We see that in most cases
(86% of the cases), the difference is negative and the diversification
approach succeeds in providing venues that match the diversity of
category interests of those users. For the users in the bottom of the
list, i.e. the least 50 users in terms of category diversity (low en-
tropy H(P (ci|u))), we plot the differences in Figure 5, we observe
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Figure 3: An example of a user profile and two ranked list of
contextual suggestions for that user in the city of Springfield

1 4 7 10 14 18 22 26 30 34 38 42 46 50

Users
−1
4

−1
2

−1
0

−8
−6

−4
−2

0

Figure 4: ΔH(P, Q) for the top 50 users ranked by entropy of
category distribution H(P (ci|u))

a different picture, where in most cases, the difference between the
two rankings is minimal as the diversification has still produced a
ranking that represents the category distribution of the user’s inter-
ests. However, in some cases, the original ranking was better (in
30% of the cases ΔH(P, Q) ≤ 0). This validates our diversifica-
tion approach and shows that it is capable of producing a ranking
of recommendation that better matches the category interests of the
user and it shows that it works particularly well for users with high
variety of interests.

Finally, we aim to find if there is any correlation between the im-
provement in the recommendation effectiveness and the diversity
performance. For that we estimate the correlation between the im-
provement in precision Δ(P@5) and the differences ΔH(P, Q).
We observe that there is no strong correlation between the two,
but since the effectiveness measure does not take diversity into ac-
count, we accept this observation and we leave for future work an
evaluation that takes diversity into account when measuring the ef-
fectiveness of contextual suggestion.

7. CONCLUSION
In this paper, we have developed an approach for diversifying the

categories of contextual suggestion in LBSNs. Our approach can
promote the categories that the user is interested in, and it is also
capable of eliminating redundancy of the recommended venues in
the sense that they should cover various categories of interest to
the given user. Our approach generalises beyond a specific LBSN
as we have devised a venue category prediction by building a tex-
tual classifier using a large collection of web pages, the ClueWeb12
dataset. Our thorough empirical evaluation suggests that diversity
can improve the effectiveness of contextual suggestion over a LM
baseline that only considers the similarity between the user’s pro-
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Figure 5: ΔH(P, Q) for the least 50 users ranked by entropy
of category distribution H(P (ci|u))

file and venue. In particular, the diversification improves the ef-
fectiveness of contextual suggestion when we take into account the
category preferences of the user, i.e. personalised diversification.
The results also give insights on the effectiveness of our approach
with different types of the users. Our analysis shows that users
with higher variety of interests benefits most from diversification.
Finally, there is plenty of room for future work. For example, we
aim to devise a more comprehensive evaluation procedure to mea-
sure diversity in contextual suggestion, since the current measures
do not take diversity into account.
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