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ABSTRACT

This paper describes the participation of the LIA team in the
English Subtopic Mining subtask of the NTCIR-10 INTENT-
2 Task. The goal of this task was to specialize or dis-
ambiguate web search queries by identifying the different
subtopics that could refer to these queries. Our motivation
was to take a conceptual approach, therefore representing
the query by a set of concepts before identifying the related
subtopics. However we seem to have misunderstood the real
point of this task, which was in fact focused on generating
web query suggestion: official results therefore do not show
support for our initial motivation.
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1. INTRODUCTION

Web queries can often be ambiguous or under-specialized.
In other words, the set of keywords given by a user to a
search engine may not fully describe the underlying infor-
mation need. More, query misconstruction may be due to
a lack of knowledge from the user. Discovering or inferring
query subtopics is thus challenging in order to guide the user
towards a better expression of her information need.

For our participation to the NTCIR-10 INTENT Subtopic
Mining task [9], we wanted to model the core concepts of a
query in order to better identify clusters of subtopics. For
this purpose, we used the unsupervised latent concept mod-
eling framework that we previously experimented on TREC
Robust and Web collections |3 4] (including the 50 english
queries that were used for the Subtopic Mining task). For
each query, latent concepts are extracted from a reduced
set of feedback documents initially retrieved by the system
from a textual source of information. We then used these
concepts to identify related Wikipedia entities. Entities that
are related to several concepts are given higher scores, and
their title constitute the subtopic labels.

The remainder of this paper is organized as follows. Sec-
tion [2| reviews the principles of latent concept modeling and
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formalizes the generation of the subtopics. Section [3| de-
scribes the text collections we used for modeling the concepts
as well as the runs we submitted, while Section 4] concludes
the paper.

2. OUR APPROACH

2.1 Latent Concept Modeling

Latent Concept Modeling 4] is built based on the assump-
tion of Relevance Models [7] (and more generally Pseudo-
Relevance Feedback approaches) that the concentration of
relevant information with respect to a query is higher in the
top ranked documents retrieved for that query. It uses La-
tent Dirichlet Allocation [1] (LDA) to cluster words from
these feedback documents into topics or concepts.

LDA is a generative probabilistic topic model. The un-
derlying intuition is that documents exhibit multiple top-
ics, where a topic is a multinomial distribution over a fixed
vocabulary W. The goal of LDA is thus to automatically
discover the topics from a collection of documents. The
documents of the collection are modeled as mixtures over K
topics each of which is a multinomial distribution over W.
Each topic multinomial distribution ¢, is generated by a
conjugate Dirichlet prior with parameter 3, while each doc-
ument multinomial distribution 6, is generated by a conju-
gate Dirichlet prior with parameter o. In other words, g4 1
is the probability of topic k occurring in document D (i.e.
P(k|D)). Respectively, ¢k, is the probability of word w
belonging to topic k (i.e. P(wl|k)). Exact LDA estimation
was found to be intractable and several approximations have
been developed [1, [6]. We use in this work the variational
approximation algorithm implemented and distributed by
Pr. Blefl

Latent concept modeling then comes down to performing
LDA on the top-M feedback documents automatically re-
trieved using the initial query. However LDA needs a num-
ber of topics K as a parameter, but the number of latent
concepts can vary from one query to another and cannot be
fixed in advance. Likewise, an obvious problem with pseudo-
relevance feedback based approaches is that not-relevant
documents can be included in the set of feedback documents.
The number M of top feedback documents thus also need to
be estimated for each query. To tackle these problems, latent
concept modeling provides an expectation-maximization al-
gorithm that jointly estimates K™ and M™.

Given a topic model T computed on the top-M feedback
documents with K topics, K* is estimated by computing the
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divergence between all pairs of topics (k;, k;):
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where D(k;||k;) is the Kullback-Leibler divergence between
topic k; and topic k;. Latent concept modeling thus esti-
mates K™ values for various values of M.

At this point, M concept models are generated. The esti-
mation of the best model among them is done by computing
similarities between models, and choosing the one that is the
most similar with respect to the others. The underlying as-
sumption is that relevant documents are essentially dealing
with the same topics, regardless of their number. Concepts
that are likely to appear in different models learned from
various amounts of feedback documents are certainly related
to query, while noisy concepts are not. Since concepts are
computed from different documents, their probability distri-
butions are not comparable. They are thus treated as bags
of words and compared using a document frequency-based
similarity measure:
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where |k; Nk;| is the number of words the two concepts have
in common, df, is the document frequency of w and N is
the number of documents in the target collection. In other
words, for each query, the concept model that is the most
similar to all other concept models is considered as the final
set of latent concepts related to the user query.
The resulting concept model ’IFM]{” represents the latent

concepts of the initial query used to retrieve the top-M*
feedback documents. In our submissions for the Submining
task, we let K and M vary between 1 and 20. Concepts were
truncated and only the 10 words with highest probabilities
were kept.

2.2 Subtopic labels generation

After having generated a set of latent concepts for the
query, the next step of our approach is to find candidate la-
bels for these concepts and score them. We thought Wikipedia
could provide interesting entries to user in order to special-
ize or disambiguate their queries, this is the reason why the
candidate labels actually are titles of Wikipedia articles. For
each concept, the 4 words with highest probabilities are con-
sidered as a query. All queries are submitted to a static index
of the May 2012 version of Wikipedia and to the live ver-
sion of Wikipedia through its AP1°| The titles of the articles
that are retrieved from these two searches are considered are
candidate labels. Those that appear in only one of the two
ranked lists are discarded.

We based our scoring function on the work done by Mei et
al. [8] for automatically labeling topic models. We compute
co-occurrence probabilities between concepts words and can-
didate labels in a reference collection C to determine the
score of a label [:
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Hence, labels that have the highest probabilities of occur-
rence with respect to words of all latent concepts are given
the highest scores.

3. OFFICIAL EXPERIMENTS

3.1 External collections

In this work we use a set of different data sources from
which the latent concepts are modeled: Wikipedia as an
encyclopedic source, the New York Times and GigaWord
corpora as sources of news data and the category B of the
ClueWebOﬁﬂ collection as a web source. The English Gi-
gaWord LDC corpus consists of 4,111,240 newswire articles
collected from four distinct international sources including
the New York Times [5]. The New York Times LDC cor-
pus contains 1,855,658 news articles published between 1987
and 2007 [10]. The Wikipedia collection is a dump from July
2011 of the online encyclopedia that contains 3,214,014 doc-
umentsﬂ We removed the spammed documents from the
category B of the ClueWeb09 according to a standard list of
spams for this collectiorﬂ We followed authors recommen-
dations [2] and set the ”spamminess” threshold parameter
to 70. The resulting corpus is composed of 29,038,220 web
pages.

All collections were indexed by Indrﬁ with the exact same
parameters: tokens were stemmed with the well-known light
Krovetz stemmer, and stopwords were removed using the
standard English stoplist embedded with Indri.

3.2 Runs

LIA-S-E-1A.

In this run, we modeled the concepts from the four exter-
nal collections described above. The subtopics solely contain
titles Wikipedia articles.

LIA-S-E-2A.

This run is similar to the previous one, except that M™ is
not estimated but fixed at M = 10 for all queries. Concepts
are thus modeled from the top-10 feedback documents.

LIA-S-E-3A.

This run is the same as LIA-S-E-1A, except that we use
the commercial search engines suggestions provided by the
organizers. The query used in this case is the concatenation
of all completions available (without duplicates).

LIA-S-E-4A.
This run is the same as LIA-S-E-1A, except that the orig-
inal query is inserted before each subtopic label.
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3.3 Results

Table [1] reports the official results of our 4 runs. It turns
out that our first 3 runs are the ones that achieved the low-
est results. However we see that run LIA-S-E-4A achieves
strong improvements over the others. This run is exactly the
same as LIA-S-E-1A but with the original query prepended
to each subtopic labels. It thus seems that we misconceived
the goal of the track and did not expect that there would
be such a dramatical gap between the results of LIA-S-E-1A
and LIA-S-E-4A.

run I-rec@10 D-nDCG@10 D#-nDCGQI10
LIA-S-E-1A 0.0291 0.0420 0.0355
LIA-S-E-2A 0.0328 0.0474 0.0401
LIA-S-E-3A 0.0377 0.0329 0.0353
LIA-S-E-4A  0.2000 0.2753 0.2376
S-E-1A* 0.2000 0.2753 0.2376
S-E-2A* 0.0392 0.0569 0.0481
S-E-3A* 0.0812 0.0773 0.0793

Table 1: Official evaluation of our four runs for the
English Subtopic mining task. Unofficial experi-
ments are marked with *.

In the earlier version of the relevance judgments, LIA-S-
E-3A achieved higher results than the two others (1A and
2A). However this ranking changed completely with the re-
vised version of the judgments, preventing us from learning
anything from these results. We nonetheless conducted ad-
ditional experiments in order to see whether adding original
queries to the subtopics labels would at least reach the per-
formance of LIA-S-E-4A. We used the evaluation toolkit and
the revised relevance judgments provided by the organizers.

The resulting runs are presented in the lower part of Ta-
ble [, and show very little improvements over their “no-
query” versions. In these new runs, new subtopic labels
are generated and they may not be present in the relevance
judgments. Since no other team chose to extract labels from
Wikipedia titles, there is little chance that the exact same
labels have been judged. S-E-1A achieves logically the same
results as LIA-S-E-4A.

4. CONCLUSIONS

We tried an unsupervised clustering approach on pseudo-
relevant feedback documents in order to discover the la-
tent concepts of a query. These concepts were used to find
Wikipedia entries which titles were supposed to represent
the subtopics of the query. However it turns out that we
somewhat misconceived the purpose of the task, and the re-
sults offer little insights on which parts of our system failed.
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