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Query Expansion
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Wikipedia for selecting expansion words 
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WSDM'09) 

MRF model (Metzler and Croft, SIGIR'05) 
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#weight ( X #combine ( <query> )
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          Z #combine ( <fact>  ) )

Query Expansion using Wikipedia

N top-ranked words

INEX Book Track corpus

tf.idf

entropy

score normalization

weight 
repartition

X = 4
Y = 4
Z = 2
N = 10
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 Multiword phrases are detected using the Stanford parser1

"New York" instead of "New" and "York"

Combination of several features 
single terms (unigrams)
exact phrases (words appearing in sequence)
unordered windows (no exact sequence order)

 
Feature weights follows the author's2 recommendation

 
We only use the <fact> fields

1http://nlp.stanford.edu/software/lex-parser.shtml
2D. Metzler and W. B. Croft (SIGIR'05) 
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Conclusion and Future Work

Evaluation of hyphenation correction impact on focused 
search tasks

page retrieval
extent retrieval

 
Two book retrieval baselines

 
Two Query Expansion approaches

using Wikipedia for term extraction
entropy
tf.idf

using the Stanford parser with MRFs 
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