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SEMANTIC COHERENCE & RETRIEVAL EVALUATION
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Several measures of topic model coherence emerged
from the NLP community [2].

We choose the PMlI-based measure, which was
demonstrated robust and effective:
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Figure 1: Semantic coherence of the topic models for different values of K, in function of the number
N of feedback documents.
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More coherent topic models achieve better retrieval
' results when used within the proposed TDRM
framework.
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However using the most coherent topic models do
not reach the retrieval performance of the best

performing methods.
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Figure 2: Retrieval performance in terms of Mean Average Precision (MAP) of the TDRM approach.
Each line represent a different number of topics K, and the performance are reported in function the
number N of feedback documents. The black, plain line represents the RM3 baseline.
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